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The opacity of machine learning data is a significant threat to ethical data work and intelligible systems.
Previous research has addressed this issue by proposing standardized checklists to document datasets. This
paper expands that field of inquiry by proposing a shift of perspective: from documenting datasets towards
documenting data production. We draw on participatory design and collaborate with data workers at two
companies located in Bulgaria and Argentina, where the collection and annotation of data for machine learning
are outsourced. Our investigation comprises 2.5 years of research, including 33 semi-structured interviews, five
co-design workshops, the development of prototypes, and several feedback instances with participants. We
identify key challenges and requirements related to the integration of documentation practices in real-world
data production scenarios. Our findings comprise important design considerations and highlight the value of
designing data documentation based on the needs of data workers. We argue that a view of documentation
as a boundary object, i.e., an object that can be used differently across organizations and teams but holds
enough immutable content to maintain integrity, can be useful when designing documentation to retrieve
heterogeneous, often distributed, contexts of data production.
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1 INTRODUCTION
In recent years, research has turned its attention toward the datasets used to train and validate
machine learning (ML) models [28, 29, 78, 91, 94, 95, 98]. Work in this area [6, 10, 37, 38, 46] has
proposed frameworks to document and disclose datasets’ origins, purpose, and characteristics to
increase transparency, help understand models’ functioning, and anticipate ethical issues comprised
in data. Frameworks such as Datasheets for Datasets [37], Dataset Nutrition Label [46], and Data
Statements [10] have become increasingly influential. These forms of documentation are useful for
providing a snapshot of a dataset’s state at a given moment. Still, one persistent challenge is that
datasets are living artifacts [8, 51, 94] that evolve and change over time. Moreover, their production
involves actors with varying amounts of decision-making power. Capturing such variations requires,
as we will argue, a shift of perspective: from documenting datasets to documenting data production
processes.
In this paper, we understand documentation as a tool and the process of making explicit the

contexts, actors, and practices comprised in ML data work, as well as the relationships among
these elements. With the term data work, we refer to tasks that involve the generation, annotation,
and verification of data [68]. We understand data as a process [72], not a fact, and lean on CSCW
and HCI work that has focused on data work in the ML pipeline [49, 69, 90, 91], studying the
socio-economic situation of data workers [34, 43, 87] and the power relations involved in the labor
process [50, 64, 89]. Moreover, this paper expands our previous work [67, 69, 70] that studies a
segment of data production that is outsourced through business process outsourcing companies
(BPOs) that employ data workers from marginalized populations, mostly in developing countries.
Unlike crowdsourcing platforms, where algorithms manage the labor process [86, 102, 116], BPOs
are characterized by traditional and localized managerial structures and business hierarchies [67].
Building on that work, the focus of the present paper is exploring ways of making distributed

processes of data production more reflexive and participatory through documentation. Promoting
reflexivity through documentationmeans fostering collaborative documentation practices, including
feedback loops, iterations, and the co-creation of tasks. Such considerations can help produce
documentation that serves to interrogate taken-for-granted classifications and hierarchies in data
work [70].

We report on 2.5 years of research comprising 33 semi-structured interviews, five co-design
workshops, and several feedback instances where preliminary findings and prototypes were dis-
cussed with participants. We draw on participatory design to work closely with two BPO companies
located in Argentina and Bulgaria. We focus on the perspectives of data workers at both research
sites and identify the challenges and requirements of integrating documentation in real-world data
production scenarios.

To that end, our research questions are:
(1) How can documentation reflect the iterative and collaborative nature of data production

processes?
(2) How can documentation practices contribute to mitigating the information asymmetries

present in data production and ML supply chains?
(3) What information do data workers need to perform their tasks in the best conditions, and

how can it be included in the documentation?
Our findings show how the participants prioritized documentation that is collaborative and

circular, i.e., documentation that is able to transport information about tasks, teams, and payment
to data workers and communicate workers’ feedback back to the requesters. We discuss design
considerations related to the integration of documentation practices as integral part of data pro-
duction, questions of access and trust, and the differentiation between the creation and use of
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documentation. We reflect on these observations and the ideas of our participants through the
acknowledgment that documentation is a boundary object [100, 101], i.e., an artifact that can be
used differently across organizations and teams but holds enough immutable content to maintain
integrity. We further discuss a series of design and research implications that the acknowledgment
of documentation as a form of boundary object entails.

This investigation extends previous work on dataset documentation in two aspects. First, instead
of documenting datasets, we focus on the documentation of data production processes, particularly
the intra- and inter-organizational coordination comprised in data production, taking into account
the iterative character of such collaboration and its impacts on data practices and datasets. This
type of documentation can help break with patterns of information gatekeeping and top-down
communication in data production by creating documentation that enables and reflects feedback
loops and iterations. Second, our investigation aims at producing documentation for and with data
workers. In this sense, we explore documentation forms that enable data workers’ participation in
the discussion of data production processes. Through this approach, we aim to open up paths for
designing documentation that captures the needs and practices of data workers in contexts where
their voices and labor tend to remain silenced [42, 50, 64, 68, 69, 81, 89, 108].

2 RELATEDWORK
2.1 The Documentation of ML Datasets and Data Pipelines
What counts as documentation is linked to the disciplinary background of each research community.
For instance, while the field of open science envisions the documentation of data provenance and
protocols toward reproducibility [39, 40], the Fairness, Accountability, and Transparency in the ma-
chine learning community is concerned with documenting ML models to prevent bias and improve
transparency [71]. In this paper, we approach the documentation of data production by leaning
on previous work that has advocated for transparency by proposing innovative frameworks for
documenting ML datasets [6, 10, 37, 38, 46]. These frameworks vary in the forms of documentation,
such as datasheets, dataset nutrition labels, and data statements, and have different prioritized
goals and intended field of use in their design. They share similarities in requiring a standardized
set of information for documenting the motivation [37], curation rationale [10], composition [37],
provenance [6, 10, 37, 46], collection process and context [10, 37], actors involved [10, 38] and
tools used [37, 38]. Some of these groundbreaking frameworks have been successfully integrated
and implemented in corporations such as Google and IBM as pilot projects [1, 3], and several
ML conferences that now require new dataset submissions to be accompanied by a datasheet, as
evidenced by the recent NeurIPS Dataset and Benchmark track [2].
The foregoing frameworks focus on the documentation of the datasets themselves, offering a

useful snapshot of the dataset’s current state to dataset producers, users, and researchers. However,
as previous work [68] has argued, two fundamental aspects of ML datasets represent a challenge to
such standardized documentation frameworks: (1) The collaborative nature of data work and data
production [69, 73, 75], including the often messy relationship between stakeholders [70], which
challenges the strict differentiation between data subjects, data users, and data producers assumed
by standardized documentation frameworks; and (2) the fact that datasets are not static entities but
rather evolving projects with flexible boundaries [8, 94].

In view of these challenges, recent research in data documentation has raised attention toward
a consideration of data production pipelines, including the multiplicity of workflows and actors
involved in producing ML datasets [8, 30, 70, 82, 90]. Hutchinson et al. [47] put forward a set of
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questions structured by interconnected stages of the data life cycle. Conceiving this cycle as non-
linear, the authors frame datasets as technical infrastructures and their production processes as “goal-
oriented engineering,” which favors adopting methodologies with deliberation and intentionality
to improve transparency and accountability over requiring only post-hoc justification. Relatedly,
Balayn et al. [8] introduce a process-oriented lens to dataset documentation and expand the focus
to the design of data pipelines and the reasoning behind them. This process lens can help identify
and locate knowledge gaps in the pipeline and uncover places and procedures that are worth
more rigorous documentation and careful reflection on their potential impact and harm. Other
studies [33, 51, 94] have called for the professionalization of data work and care (i.e., the careful
consideration of the dataset in terms of “the domain setting where it originates, and the potential
questions modeling that data might answer or problems it might solve” [113]), the publication of
data documentation, the implementation of institutional frameworks and procedures to promote
documentation, and the consideration of data work as an own subfield of research [51, 91, 94].

These investigations shift the perspective to regard datasets as living artifacts that are formalized
by actors with different positions and decision-making power. From this perspective, documentation
could capture data pipelines and production contexts as well as various actors that shape datasets. At
its ideal state, documentation should also be able to foster “a documented culture of reflexivity about
values in their [data] work” [94]. As goals, interests, and needs vary across different contexts and
organizations, documentation should be flexible to accommodate local specificities and constraints
and, at the same time, keep certain common identities. In line with Pushkarna et al. [82], whose
work in data documentation reflects the need for disclosure documents to be responsive to a larger
body of stakeholders, including annotators, data curators, and users, we argue that recognizing
documentation as a boundary object can be helpful to approach and reflect on such challenge.

2.2 Boundary Objects
The notion of boundary object, defined as “objects that both inhabit several communities of practice
and satisfy the informational requirements of each of them” [15], is a useful lens to study how
documentation operates across diverse contexts in the ML supply chain. Not only do boundary
objects facilitate communication among different groups, but they also translate and transfer
knowledge to be accessible to all potential stakeholders. This way, boundary objects can meet
stakeholders’ specific information needs and work requirements, but they do not require them to
have a panoramic grasp and full comprehension of every detail. The variety of maps of a city is an
example of a boundary object. The maps have the same geographical boundary, namely the city,
but different groups use them differently. For example, consumption-minded citizens may search
information about local parks and restaurants, physical geographersmay pay attention tomountains
and rivers, botanists to certain horticultural areas and botanical gardens, and administrators may
keep an eye on political boundaries. Suchman [105] emphasizes the appropriability of objects into
use contexts and working practices. In her analysis of a civil engineering project, the author shows
how heterogeneous artifacts were brought together and integrated into everyday work practices
[104]. When such “artful integration” [105] involves continuous and relatively stable relationships
among different communities and shared objects jointly produced by them, "then boundary objects
arise"[15].

Within CSCW and HCI, there is a longstanding use of the boundary object notion to investigate
how artifacts can be used across varying contexts and to facilitate cooperation and collaboration,
such as in the medical order [118], in the coordination among different actors in hospitals [13, 14], in
aircraft technical support [60, 61], in disease management at home [4], and in issue tracking systems
[11]. This notion is also used to study organizational memory [5] and common information space
[9, 96]. Lee [58, 59] further coins the term boundary-negotiating artifacts to explore non-standardized,
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fluid informal objects that not only travel across but also destabilize and push boundaries. Moreover,
some participatory design approaches consider prototypes and models as boundary objects that
facilitate the exchange of information and knowledge, and make it possible to involve different
stakeholders in the design process by establishing a shared syntax or language [16, 22, 32, 44].

Socio-material perspectives point out that the features of physical objects impact the ways they
behave and operate as boundary objects [45, 48, 66]. Documents, as a specific form of boundary
objects, can become part of communicative practices in three ways: they can be an object of
evaluation, a medium to facilitate communication, and/or the arena where communicative prac-
tices are shaped [48, 66, 119]. Contexts of data production, where actors often pursue different
goals and interests, pose their own challenges in terms of fostering shared values and effective
communication and, finally, promoting common documentation practices. Given these challenges,
documentation should adapt to the needs of different stakeholders while remaining stable enough
not to lose its function across different settings. The acknowledgment of data documentation as
a boundary object [82] can provide a useful lens to approach and address some of the tensions
arising from coordinating and collaborating across actors and organizations in data production.
Specifically, the boundary object notion can add to existing work on data documentation in two
ways. First, the acknowledgement of data documentation as a boundary object helps to make visible
and specify the variety of actors involved in data production contexts with their own priorities,
workflows, and needs. Secondly, this acknowledgment can add a practice-oriented perspective
to the formal standardization of documentation frameworks and make work more visible. This
includes work not only in the accommodations of standardized documentation frameworks to local
needs and specificities, but also in the adaptation and improvement of existing work practices
and workflows. Looking at documentation through the lens of boundary objects can be helpful in
fostering documentation practices and design documentation frameworks that capture the practical,
economic, and organizational decisions involved in data production and encoded in datasets.

3 METHOD
This investigation comprises 2.5 years of research in collaboration with two BPO companies located
in Buenos Aires, Argentina (Alamo), and Sofia, Bulgaria (Action Data), specializing in the collection
and annotation of data for ML. Our engagement with both organizations included fieldwork at their
offices, interviewing phases, moments of feedback and discussion, the collaborative development
of prototypes, and a series of co-design workshops. In this section, we provide details of our
engagements with the participants and the methods used. Figure 1 shows how the research process
evolved over time.
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Fig. 1. Timeline of the iterative phases of data collection and analysis comprised in this research.
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3.1 Participatory Design
At the core of Participatory Design (PD) is the active involvement of the communities that will use
technologies and systems in their design. Moreover, PD recognizes the importance of the context
in which technologies are used and the situated practices within that context [84]. In CSCW and
HCI, participatory design methodologies have been deployed to explore various fields of inquiry,
ranging from public services [7, 25, 26, 36, 54, 93, 97], to healthcare [56, 79, 88], to organizational
settings [62, 106, 117]. Additionally, PD has been used in the field of ML Fairness, Accountability,
and Transparency to guide algorithmic accountability interventions [52], learn about the concerns
of communities affected by algorithmic decision-making systems [21, 83], and elucidate causal
pathways to be input into complex modeling [65]. Regardless of the discipline, what these previous
efforts have in common is their commitment to building reciprocal partnerships to inform the
design of systems and technologies based on the values of justice and participation.
In this investigation, we use PD to explore the development, implementation, and use of doc-

umentation in real-world data production scenarios that involve many stakeholders that are
geographically distributed. Similar to Wong-Villacres et al. [115], we understand participatory
design as a long-term iterative process in which exploring participants’ insights is as essential as
tangible design outcomes. We use PD and co-design as synonyms [27].

Throughout the research and design process, we focused on three core elements of PD: having a
say, mutual learning, and co-realization [17, 74]. We were intentional about listening to what the
different actors involved in data production (the data workers, their managers, and the clients) had
to say about dataset documentation in order to derive design considerations that would adapt to
their needs. As the investigation evolved, we especially focused on the experiences of data workers
because we realized they were the ones that usually did not have a say in how workflows and
processes are designed in ML supply chains. We discuss this shift of perspective in Section 4.
While working on the research design, we put effort in remaining sensitive to the “politics of

participation” [27] by trying to anticipate power asymmetries that could emerge among participants
and between researchers and participants. In this sense, the interviewers and workshop facilitators
were at all times intentional about making room for data workers’ voices, for instance, by insisting
on conducting in-depth interviews with them or preventing managers from hogging the mic
during the workshops. Moreover, Bratteteig and Wagner [18] argue that “language is power”
and by speaking one’s own language, discourse can be expanded and model monopoly, i.e., the
adoption of external mental models, can be avoided [17]. In this sense, it was important to us to
let the participants maintain their preferred language—both verbally and visually. To that end,
we provided interpretation and facilitation in the participants languages and worked largely with
visual symbols [18]. In section 5.2, we reflect upon our research and highlight a few implications
for participatory research in terms of power, negotiation, and participation in corporate settings
[99].

3.2 The Participating Organizations
Two companies dedicated to the collection and labeling of ML data participated in this investigation:

• Alamo (pseudonym), located in Buenos Aires, Argentina.
• Action Data (pseudonym), located in Sofia, Bulgaria.

Both BPOs are impact sourcing companies. Impact sourcing refers to a branch of the outsourcing
industry that proposes employingworkers from poor andmarginalized populations with the twofold
aim of offering them a chance in the labor market and providing information-based services at lower
prices. In both organizations, data workers perform tasks related to the collection and annotation
of data. These tasks are requested by external clients located in various regions of the world, who
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seek to outsource the production of datasets used to train and validate ML models. The relationship
between requesters and data workers is mediated by managers, reviewers, and quality assurance
(QA) analysts that form a hierarchical structure where data workers occupy the lowest layer [69].

3.3 Data Collection
3.3.1 Semi-Structured Interviews.

A total of 33 interviews were included in the present investigation. 19 were conducted in person
in 2019. Due to the on-going COVID-19 pandemic and the resulting travel restrictions, 14 interviews
were conducted remotely between August 2020 and September 2021.

Table 1. Overview of Participants and Research Methods. Some participants were interviewed more than
once.

Method Organization Description Participants Medium Language

SE
M
I-
ST

R
U
C
T
U
R
ED

IN
T
ER

V
IE
W

S Alamo BPO in Argentina 6 data workers In-Person Spanish
Alamo BPO in Argentina 2 managers In-Person Spanish
Action Data BPO in Bulgaria 9 data workers In-Person English with

Arabic interpre-
tation

Action Data BPO in Bulgaria 2 managers In-Person English
Alamo’s
clients

ML Practitioners request-
ing data work from Alamo

1 requesters Virtual Spanish

Action Data’s
clients

ML Practitioners request-
ing data work from Action
Data

5 requesters Virtual English

Other Clients ML Practitioners request-
ing data work from other
BPOs

4 requesters Virtual English

C
O
-D

ES
IG

N
W
O
R
K
SH

O
PS

Action Data BPO in Bulgaria 2 managers

Virtual
English with
Arabic
interpretation

Action Data BPO in Bulgaria 2 data workers
Ranua Action Data’s Syrian part-

ner organization
1 manager

Ranua Action Data’s Syrian part-
ner organization

13 data workers

Action Data’s
clients

ML Engineers at Scandina-
vian University

3 requesters

Alamo BPO in Argentina 13 data workers Virtual SpanishAlamo BPO in Argentina 4 managers

All interviews were semi-structured. Those conducted in 2019 were in-depth interviews that
explored the lived experiences of data workers and aimed at understanding the contexts in which
data work is carried out [69]. The average duration of those interviews was 65 minutes. For the
analysis comprised in this paper, we selected only the in-depth interviews that revealed insights
about documentation practices. In 2020 and 2021, we carried out a second round of interviews
focused on the topic of documentation. Each one of those interviews had an average duration of
50 minutes. We interviewed actors who were actively involved in the documentation of projects
at both companies. In addition, we interviewed machine learning practitioners with experience
outsourcing data work to platforms and BPOs. Some of these practitioners were direct clients of
Alamo and Action Data. Table 1 provides an overview of the interviews and participants included
in this work.
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The interviews allowed us to explore documentation practices carried out in different organi-
zations and identify perceived challenges, experiences, and needs. Some interview partners were
interviewed more than once at different stages of the design process. For each interview, the
informants received a gift card for €30 (or the equivalent in their local currency) for an online
marketplace. The audio of the interviews was recorded and, later on, transcribed. The name of the
interview partners and any other elements that would help identify them were changed. The names
that appear in the excerpts included in this paper are pseudonyms that the interview partners chose
for themselves.

3.3.2 Co-Design Workshops.
Given the multiplicity of actors involved in processes of data production [69, 70], we saw value

in inviting data workers, their managers, and their clients to a series of co-design workshops to
discuss documentation practices. Table 1 offers an overview of the organizations and individuals
participating in each workshop series.
The workshop series with each company took place on different days with a similar structure

but was tailored to each setting and based on the ongoing projects and clients of the respective
BPO. Due to the COVID-19 pandemic, all sessions took place online via Zoom and the activities
were conducted in parallel on the visual tool Miro. As compensation, all workshop participants
received €15 per hour of participation. The sessions were video-recorded and, later, transcribed. In
addition, note-takers registered the activities and interactions and one of the authors produced a
real-time graphic recording on Miro. The graphic recording was kept visible to participants as it
evolved throughout the workshop sessions.

INTRODUCTION: GROUND RULES 2 mins.  workshop facilitator

ORGANIZATION:
The session will be recorded, including content posted to the chat.
For privacy and consent, please do not share content from the workshop 
on social media.

SELF- CARE: 
We understand that everyone’s situation is different and Zoom fatigue is 
real. Feel free to step away if you need to but please mute your mic and 
disable your video.
If you absolutely must discuss potentially triggering or sensitive topics, 
please provide a content warning.
In the event of discomfort, problems, questions or requests, please 
message any of the organizers through the chat and let us know what is 
going on. Feel free to ask one of the interpreters to help translate the 
message if needed.

Co- Designing
Data Documentation

المشاركة:
كن صبوراً، لطیفاً، وساهم في مساعدة الشخص المتحدث

اصواتكم لها أهمیة. لذلك لا تستخدم المیكرفون في الاثناء وساهم في السماح للأخرین بالكلام في 
الوقت المعطى لهم.

لا یوجد سؤال او تعلیق غبي، لذلك كن ودوداً عند التعلیق.
بشكل أتوماتیكي لن یعمل المیكرفون الخاص بك، لذلك اضغط على رز الید للتحدث على تطبیق الزوم. 

الرجاء ایضاً وضع المكروفون في وضعیة الصامت عند عدم التحدث.
نحن ندعم العدالة في اللغات ونهدف الى بناء مساحة لغویة متعددة. لذلك نحن نشجع المشاركین على 

التواصل باللغة المریحة لكم. المترجمین هنا لیدعمونا.

PARTICIPATION:
Be patient, be kind, be supportive and show sensitivity to anyone who has 
the floor.
All voices matter. Don't hog the mic. Encourage others to speak up by 
being mindful with the floor time.
There are no dumb questions or comments.  Be kind when commenting on 
other's ideas.
By default, you are muted. If you wish to speak use the raise hand function 
on Zoom. When not speaking, please mute your mic.
We support language justice and aim to build multilingual spaces. Thus, we 
encourage participants to communicate in the language they feel most 
comfortable with. The interpreters are here to assist us.

الامور التنظیمیة:
هذه المحادثة متضمنتاً المحتوى سیتم تسجیلها

لأجل المصداقیة الرجاء عدم مشاركة المحتوى على وسائل التواصل الاجتماعي
 

الانتباه للذات:
نحن نتفهم وضعكم جمیعا بان استخدام التطبیق متعب. لذلك یمكنك اخذ قسط من الراحة عند الحاجة، ولكن تذكر بان 

تغلق الفیدیو والمیكرفون.
إذا احسست بضرورة مناقشة موضوع مهم او حساس، الرجاء إعطاء ملاحظتك للمحتوى.

 في حالة الشعور ب عدم الراحة او ب حاجة طرح مشكلة، سؤال او مشكلة. الرجاء التواصل مع المنظمین او 
المترجمین للمساعدة في أمور الترجمة عند الحاجة.

Fig. 2. The ground rules for participation were visible at all times throughout the co-design sessions with
Action Data’s workers. A Spanish version of the same rules was introduced at the workshops with Alamo.

The workshops with the Argentine company Alamo were conducted in Spanish, the native
language of both participants and the co-authors who served as facilitators. The sessions took
place on October 26 and 28, 2021. Each session comprised two hours. 17 participants attended the
workshops, including four managers and 13 data workers. We suggested Alamo’s management
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include one of the company’s clients in the workshops but this request was repeatedly declined.
Our proposal to include a third workshop session for data workers only (without the presence of
management) was also declined due to scheduling issues according to the company’s management.
The 3-day workshop series that we organized with Action Data took place on November 3, 5,

and 8, 2021. On day 1, we hosted a 90-minute session and invited Action Data’s management (two
participants) located in Bulgaria and 13 of the data workers that Action Data manages through
its partner organization, Ranua, located in Syria. For day 2, we prepared a 3-hour workshop and
had three members of one of Action Data’s client organizations — a Nordic university— join
in. Finally, day 3 was conceived as a 2-hour round table only for the Syrian data workers to
discuss their impressions without the presence of managers and clients. This was motivated by
the acknowledgment that the presence of managers can influence the level of comfort workers
feel when expressing their opinions. In all sessions, the co-authors who served as main workshop
facilitators spoke in English with simultaneous interpretation. For the breakout rooms, we offered
facilitation in English and Arabic, depending on the needs of each group.

The power differentials present among the participant groups motivated many of our decisions in
terms of how to design the respective sessions with Alamo and Action Data. The participation rules
introduced at the beginning of the workshops reflect our stance (see Fig. 2). The acknowledgment
of such power differentials also demanded much attention and flexibility on our side to quickly
adapt and reformulate activities in view of difficulties identified while conducting the workshops.

3.4 Data Analysis
The collected data were analyzed through reflexive thematic analysis (RTA) as developed by Braun
and Clarke [19] and Braun et al. [20]. RTA is a type of thematic analysis that places importance
on researcher subjectivity and sees the researcher as playing an active role in the knowledge
production process, a value which is emphasized by the word “reflexive.” We describe the position
from which we have conducted this research in the next subsection, 3.5.
To analyze the data collected in the present investigation, two of the co-authors explored the

interview and audio transcriptions first. They started with a first coding round after which two
further authors revised and added codes. A meeting followed where the four coders exchanged
impressions and discussed disagreements around the codes. Additionally, they revisited video
recordings of the workshops as well as the activities captured on Miro boards.

We constructed candidate themes after revisiting coding categories. Braun et al. [20] argue that
themes "do not emerge fully-formed" and that there are first candidate themes that are developed
from earlier phases, before settling on the final themes. It took us several iterations until arriving
at a (more-or-less) final set of themes. Table 2 provides an overview.

The transcriptions of the data collected at Alamo were in Spanish. The data collected at Action
Data was in English, with the exception of three interviews and all workshop sessions that included
English and Arabic-speaking participants. In those cases, the English interpretations as performed
by the interpreters were transcribed. Coding the transcriptions in both Spanish and English was
possible because all authors are proficient in English and three of them are native Spanish speakers.
Some of the excerpts included in the Findings sections were originally in Spanish andwere translated
into English only after the analysis was completed.

It is worth mentioning that some of the initial interview data had been previously coded for an
earlier study conducted by some of the authors [69] using constructivist grounded theory [23], a
method that was consistent with the exploratory spirit of the fieldwork and the first interviews
conducted in 2019. For the present paper, we revisited some of those interviews and re-coded them
along with the newly collected data using RTA.
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Table 2. Data Analysis: Summary of codes and themes

Domain Summaries Codes Themes

FUNCTION OF
DOCUMENTATION

Standardization

DOCUMENTATION AS COMMUNICATION
ENABLER ACROSS BOUNDARIES

Foster Workers Growth
Quality Control & Metrics
Work Enabler
Inter-org. Accountability
Knowledge Preservation
Communication Medium

ROLES AND
COLLABORATION

Auditor
Managers
Service Owners
Labelers
BPO’s Teams
Clients

DOCUMENTATION
FORMATS

Wiki

HOW DOCUMENTATION CAN SUPPORT
WORKERS’ AGENCY

Kick-off Document
Scope of Work (SoW)
Dataset Documentation
Postmortem Report

WORK ETHIC AND
LABOR CONDITIONS

Impact and Responsibility
Trust
Security
Labor Conditions
Confidentiality

LIMITATIONS OF
CURRENT DOC.
PRACTICES

Integration in Workflows

CHALLENGES DESIGNING FOR
WORKERS IN CORPORATE
ENVIRONMENTS

Use of Documentation
Lack of Information
Access
Feedback
Updates

POSSIBLE DESIGN
SOLUTIONS

Ownership

DESIGN IDEAS EMERGED FROM THE
WORKSHOPS

Synthesis /Simplicity
Interactivity
Information Type
Integration
Centralizing
Automation
Visualization

LESSONS

Lessons from Fieldwork WHAT PARTICIPANTS & ORGANIZERS
LEARNED THROUGH THE CO-DESIGN
PROCESS

Lessons from our Feedback
Lessons from the Interviews
Lessons from the Workshops

3.5 Positionality Statement
Our ethical stance throughout this investigation was centered on respecting workers’ expertise
[27, 85, 92] and creating spaces where they could describe work practices and conditions, challenges,
and needs. A central motivation— and certainly a challenge—of this research was to empower
data workers to speak up and participate in shaping their own workflows and tools [103].

Our position and privilege vis-à-vis our study participants have been in constant interrogation
and discussion throughout data collection, analysis, and while considering the implications of this
investigation. Opting for an analysis method that would help us to acknowledge and make our
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positionalities as researchers explicit was essential to us. Following the idea of conducting a reflexive
thematic analysis, it seems appropriate to disclose some elements of the authors’ backgrounds that
might have informed the findings we will present in the next section.

All authors except one are academics working in institutions located in the Global North. Most of
us carry passports that are foreign to the places where we live and work. Four of us are sociologists,
one a designer, and two are computer scientists. We all work in the field of Human-Computer
Interaction and Critical Data Studies. Three of us are Latin American, two were born in China,
one of us is German, and another is a first-generation US-American. All of us are first-generation
academics. Our position as researchers living and working in the Global North provides us with
privilege that our study participants do not hold. Despite being born and raised within working-class
families, some of us in the same country as some of the participants and having too experienced
migration, we acknowledge that our experiences differ from that of the participants in the sense, for
instance, that we have never experienced war or had to flee our home countries to become refugees.
This is especially relevant vis-à-vis the Syrian data workers that participated in this investigation.
The acknowledgment of such privilege has guided several of the decisions that we have made,
for instance, in terms of mitigating power differentials in data collection. In this sense, we must
mention that, despite our best efforts, some power asymmetries could not be mitigated and we
could only acknowledge and reflect upon them during data analysis and in this paper (see Sections
3.3.2 and 5.2).

4 FINDINGS
Our findings are presented in a way that reflects the diverse priorities, opinions, positions, and
power of our participants. For each research site (Alamo in Sect. 4.1 and Action Data in Sect.
4.2), we first provide details of our engagement with the respective partner organization and the
preliminary knowledge obtained through the interviewing phases. We then move on to describe
salient discussions that took place at the workshops. In Section 4.3, we present a summary of
findings including commonalities and differences across sites.
Long-term engagements with participants are key to participatory research [24, 110] and, as

Sloane et al. [99] argue, it is important “to make the tensions that characterize the goal of long-term
participation in ML visible, acknowledging that partnerships and justice do not scale in frictionless
ways, but require constant maintenance and articulation with existing social formations in new
contexts.” We believe that there is a contribution to be made by placing our findings in conversation
with the vicissitudes of conducting participatory research, especially with the inter-mediation of
partner organizations. This is why we show how our observations evolved over 2.5 years and across
sites and methods. We are convinced that our findings would not be the same had we stopped after
the interviews. In the same way, without a description of the interviewing process and how our
relationship with the participant organizations evolved, the ideas emerging from the co-design
workshops would lose some of their nuances.

4.1 Case 1: Alamo
The Buenos Aires-located company that we will call Alamo is, at the time of this investigation, a
medium-sized organization with around 400 data workers distributed in three offices located in
Argentina and two other Latin American countries. Its main client is a large regional e-commerce
corporation. 90% of Alamo’s projects are requested by this client and include image segmentation
and labeling, data collection, and content moderation. The Buenos Aires office employs around 200
data workers, mainly young people living in very poor neighborhoods or slums in and around the
city. Looking for workers in poor areas of Buenos Aires is part of Alamo’s mission as an impact
sourcing company. Alamo’s data workers are offered a steady part- or full-time salary and benefits,
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which contrasts with the widespread contractor-based model observed in other BPOs and data
work platforms [80]. Even so, Alamo’s workers receive the minimum legal wage in Argentina (the
equivalent to US$1.50/hour in 2019) and their salaries situate them below the poverty line.

4.1.1 Investigating Alamo’s Documentation Practices.
During fieldwork in 2019, one of the observations that stood out was the company’s stated

commitment to fostering its workers’ professional growth [69]. In contrast with this mission,
Alamo’s emerging documentation practices seemed, at the beginning of this investigation, almost
completely oriented toward surveilling workers and measuring their performance. Noah, one of
the data workers that we interviewed in 2019 described that documentation process as follows:

For instance, for this project, we have three metrics for individual performance and now
we’re about to add one more. Mostly, we quantify and document errors or rollbacks
reported by the requester.

Nancy, who was one of Alamo’s project managers in 2019, explained what was done with the
documented performance metrics:

Within the company’s structure, QA [the quality assurance department] then takes
those metrics and puts together something like a “scoreboard” that shows everyone’s
performance and that is visible to the whole company.

After our first fieldwork period and once we had analyzed the collected data, we provided Alamo
with a report summarizing our observations. We found that there was a contradiction between
the company’s mission of fostering worker growth and its emphasis on quantifying individual
performances, and suggested reorienting the purpose of documentation to include information
that could help workers understand the background and purpose of their work. We have discussed
those observations and their implications at length in previous work [67, 69]. After presenting our
observations, we engaged in a conversation with Alamo’s co-founder Priscilla who, as shown by
the following interview excerpt, agreed with our suggestions and expressed her desire to establish
documentation practices based on the needs of data workers:

In my opinion, this is what we need to do. Listen more to their needs and ask them
what they need to perform better and do their work better. And we must generate and
provide the information they need. We need to make time for that.

In September 2020, we resumed contact with Alamo’s management and invited the company to
participate in our investigation of data production documentation, starting with a series of follow-
up interviews. By then, the company was already in the process of restructuring its documentation
practices. Nati, one of Alamo’s former QA analysts, had just been promoted to “continuous im-
provement analyst” and put in charge of bringing together the company’s quality standards and
its goals in terms of promoting workers’ professional growth. Nati’s main task was re-designing
Alamo’s documentation practices. She described this process as follows:

During the past year, we made an effort to ask everyone “what would you like to see
reflected in documentation? What do you need?” After that, we started dropping old
practices that didn’t make sense anymore. We threw them away, and started anew. We
learned a lot about empathy too, you know? This work is very much about empathy
[...] because we assign workers in each team according to their competencies and their
skills, and they need to know what projects are about to actually make the most out of
those skills.

What came out of the process led by Nati was a series of documentation practices strongly
oriented toward knowledge preservation, i.e., the documentation of workflows, tools, specific de-
tails about the conduction of projects, best practices, and lessons learned [70]. In Nati’s words,
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documentation was envisioned as an educational resource for Alamo’s workers and its aim was
to mitigate information loss due to fast worker turn around. A special team led by Nati was put
in charge of developing and implementing this vision. With the documentation guidelines and
templates designed by them, each team leader would document the projects carried out by their
data workers. Moreover, following one of our suggestions, the company saw value in documenting
contextual information about the ML products that are trained or validated using data produced at
Alamo. Management then started to seek clients’ involvement in documentation practices. The first
step was sharing the project documentation with the project’s requester and asking for feedback.
These collaborative practices progressed to the point that some clients became co-producers and
users of the documentation produced by Alamo, as Pablo, leader of one of Alamo’s data labeling
teams described:

I mean, it depends on the client. Luckily this requester is very committed and is always
looking at our documentation, providing feedback, checking if the information is up to
date. Sometimes they just jump in and add information, they collaborate on the best
practices manual. It’s also good for them to see if their information is updated too,
not just for us but for the requester’s own team, because they share these documents
within the requester’s company.

While this arrangement was beneficial for the clients, Alamo was providing the infrastructure
and most of the workforce that made documentation possible. Alamo’s workers started to feel the
burden, as team lead Pablo described:

We definitely noticed the change: from not documenting at all to documenting every-
thing. It also depends on the project. For instance, our main client [a large regional
e-commerce corporation] brought many more requirements for us to implement in our
documentation in terms of what they wanted to see reflected. There are new documents
and new guidelines all the time.

We followed up with continuous improvement analyst Nati in December 2020 as she continued
to review and revise documentation practices within Alamo. By then, Alamo’s documentation
revolved around a format they called the Wiki that was conceived as a collaborative document
to enable the conduction of projects (see Fig. 3). Each Wiki comprised information, collected in
many cases in direct collaboration with the requester, about processes, tools, and best practices
concerning each specific project. Nati’s main concern back then was reducing the time and effort
that were flowing into documentation and, at the same time, finding efficient ways of keeping
documentation updated.
After these interviews with Nati, Pablo, and some other data workers, we got back to Alamo’s

management with feedback. Among other things, we highlighted the need to reduce the amount of
work put on Alamo’s team in terms of producing and maintaining documentation and distributing
responsibilities more equitably. The idea of producing exhaustive metadata for each project was
commendable but the price of such an effort was being paid by the data workers. Moreover, we found
that the original idea of the Wikis, namely, that of preserving the knowledge generated in each
project and offering more information about the ML supply chain to foster workers’ professional
growth, had shifted toward a constant consideration of what clients might want to see reflected in
documentation, as Sole, leader of another data labeling team at Alamo, described:

We need to know what we want to document first. Who we are documenting for. That’s
a challenge at the moment. Because right now I ask myself: who am I doing this for?
What for? [. . . ] Right now, we’re focusing on the clients: what is the client asking for?
Because I may want many things, but what is the client interested in? What is the
client expecting from us as service providers?
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Fig. 3. The wiki-based documentation prototype created by Alamo to brief and train workers.

In view of these challenges, we proposed the idea of conducting a series of co-design workshops
with Alamo’s data workers and managers with the purpose of moving the focus away from “what
clients want” and re-imagining documentation based on the needs of workers. In June 2021, we started
conversations with Alamo. Negotiation points included participants’ compensation and attendance,
i.e. how many and which workers would Alamo allow to participate in the workshops. We agreed
to use the Wiki as the prototype we would discuss and re-imagine at the workshops. After several
months of negotiation, the workshops finally took place in October 2021.

4.1.2 Co-Designing Documentation with Alamo’s Workers.
The workshops with Alamo workers and managers started with a discussion of theWiki template.

The discussion focused on a recent project from Alamo’s main client, an e-commerce corporation
that operates primarily in Latin America. The client instructed Alamo to produce a training dataset
with images of false identity cards from three Spanish-speaking Latin American countries. This
dataset was later used by the client to train an algorithm to screen IDs. The instructions for workers
involved the collection of images of authentic identification cards, their modification to render
them invalid, and the labeling of the resulting photos.
The managers participating in the session mentioned that the main benefit of the Wikis is for

data workers to take an interest in existing projects, explore them through the respective Wikis,
and use that information for their education and growth. In the words of a project manager:

We’ve been working with growth metrics for each person working at Alamo this year.
For example, if someone wants to learn programming skills, they can look at the Wiki,
see what tools are available, the projects, the languages used, and know what skills to
develop.

However, while managers want to encourage workers to have an overview of the undergoing
projects at the company, they are also mindful of their clients’ demands in terms of confidentiality
and security. For this reason, either much of the information in the documentation lacks details
and appears general and superficial, or the access to such information is restrained. Several of the
data workers argued that the restrictions and the lack of access to the Wikis as well as difficulties
keeping the information updated represented a hurdle for their work:

One of the limitations is access. That we all know the information is there and can
access it. How can we make that happen? Not everyone has access. How can we
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guarantee that the information is updated? It takes a lot of time to write down the
documentation.

In addition, the data workers asked the managers for trust in accessing complete versions of the
documentation, but the managers argued that the information is sensitive and clients often request
not to make it available to all. This tension, coupled with the difficulty of keeping documents
updated as projects evolve, makes it hard for workers to incorporate feedback in the documentation
due to the lack of information.
Moreover, the workers acknowledged that they were less inclined to use the information on

Wikis for reference. For one thing, some workers were not aware that the Wikis were available for
them to see other projects and had to be reminded of their presence. For another, the documentation
was perceived as “on the machine” and “not close at hand” and, thus, it was not the workers’ initial
responses to check if relevant information could be found on the Wikis. By the end of day 1, it
became evident that there is a discrepancy between how management thinks workers should use
the Wikis and the latter’s perceived usefulness vis-à-vis the time and effort required to maintain
these documents.
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Fig. 4. One of the workshop activities aiming to understand roles, workflows, and collaboration within Alamo.

We started Day 2 with a focused discussion of the tensions identified during the previous session:
how to keep the Wikis up to date, how to guarantee access and promote use, how to provide details
while keeping confidentiality, and how to integrate documentation practices in existing workflows.
When discussing how to update the documentation efficiently, one of the data workers pointed
out that gathering required information often took weeks due to the organizational structure and
dispersed nature of teams. In this discussion, possible forms of documentation were explored. A
former data analyst, now team leader, argued that automating the production of metadata was
probably not the best solution because much information exchange and knowledge transfer took
place in daily conversations. He argued that the potential of documentation lies in integrating it into
communication processes:
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I think that’s where the greatest possibility of improving communication lies. To leave
at least a record. It does not necessarily have to be so precise to set up a whole process,
but a spreadsheet where I document things, an e-mail, a chat. I don’t know. There are
many ways of communication. I don’t know if the best thing is automation, because
we are quite beyond automation. Yes, it is a matter of communication.

Finally, the last workshop activity asked workers to imagine possible approaches to the problems
discussed earlier in the session. We asked them to think of a documentation process that would
guarantee simplicity, accessibility, and integration in workflows. These requirements were derived
from the previously conducted interviews. In their own way, all teams focused on the use of
documentation rather than the act of documenting. They all agreed that documentation should be
centralized rather than dispersed in different locations and be easy to edit and interpret by any team
member. In this sense, three themes were salient. First, the documents should have better navigation
tools for readers. Some proposed additions include a history of editions (such as in other Wikis
like Wikipedia) and a glossary to enable translation between languages and illustrate technology
jargon. Second, documentation should be more legible. In this sense, participants suggested including
visual material, especially in task instructions, such as graphics or video tutorials, and reducing text.
Some participants also proposed more interactive documentation. For example, teams can benefit
from more precise structures instead of documents without format. Third, participants suggested
three ways to increase participation in the documentation: making everybody in the organization in
charge of documenting, automating the passage between text input and the graphic output, and
adding elements of gamification to encourage and measure participation.

4.2 Case 2: Action Data
The Bulgarian company Action Data specializes in image data collection, segmentation, and labeling.
Its clients are computer vision companies and academic institutions, mostly located in North
America and Western Europe. Action Data offers its data workers contractor-based work and the
possibility to complete their assignments remotely, with flexible hours. Workers are paid per piece
(image/video or annotation), and payment varies according to the project and its difficulty. At the
time of our first visit in July 2019, Action Data operated with one manager and two coordinators
in salaried positions handling operations and a pool of around 60 freelance data workers. As part
of its impact-sourcing mission, Action Data recruited its data workers among refugees from the
Middle East who had been granted asylum in Bulgaria. That approach changed in 2021 and now
Action Data outsources its projects to partner organizations located in Syria and Iraq. In fact, in
November 2021, 90% of Action Data’s projects were conducted by data workers in Syria using a
re-intermediation model [41] in which a third-party organization that we will call Ranua recruits
the workers while Action Data manages the projects with clients. This model of using a third party
to recruit workers has been documented in the crowdsourcing and gig economy sectors, in which
some platforms recruit workers to do data work for other platforms [109].

4.2.1 Investigating Action Data’s Documentation Practices.
In 2019, as we began this investigation, Action Data’s projects and workers fluctuated frequently

and communication seemed to adapt to the needs of each project. Consequently, Action Data did
not have standardized documentation guidelines. This was critical considering the fact that most of
the workers worked remotely after the initial training at the company’s office.
After that first fieldwork period and once we had analyzed the collected data, we provided

Action Data with a report summarizing our observations—most of them related to labor conditions,
highlighting their effects on the quality of the datasets produced by the company. In addition, we
provided recommendations regarding the need to educate data workers about the ML pipeline, the
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urgency of considering labor conditions an essential point in the “ethical AI” discourse at the core
of the firm’s marketing strategy, and the importance of documenting workflows and practices [53].
The company’s management found that our suggestions were useful and actionable. By September
2020 they proceeded to implement some of them, starting with an education program for data
workers. The program included a machine learning course that covered technical and ethical aspects
of ML as well as an overview of the ML supply chain.
It was around that time that we invited Action Data to participate in a series of follow-up

interviews centered around documentation practices. An important developmentwas the company’s
implementation of an internal database of all the projects they had conducted since the beginning
of their operations. However, some of the information contained in it was considered confidential or
sensitive, which resulted in the documents only being shared with Action Data’s management and
the respective clients. The data workers did not have access to the project database. We provided
feedback on this issue and highlighted the importance of sharing information with the data workers.
The recently hired operations officer at the time, Tina, was then put in charge of creating a

series of documents targeted at data workers, that contained guidelines and information about
the different projects carried out by Action Data. Apart from our recommendation, two factors
contributed to the company’s decision to develop these documents. First, Action Data had managed
to establish itself in the market of data services for machine learning— especially data labeling. This
means that, by 2020, the company was conducting long-term projects for a more or less steady set
of clients, which resulted in the need to keep better records and continually train workers. Second,
because of its growth, the company had started outsourcing some requests to partner organizations
located in the Middle East. This development revealed the need for clear—written— guidelines for
a geographically distributed workforce that, in most cases, did not speak English.

Fig. 5. One of the documentation templates prototyped by Action Data: The Scope of Work form (SoW).
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Since the inclusion of third-party organizations in the conduction of projects and because of
the disadvantaged position of service providers vis-à-vis their clients, Action Data’s perceived
usefulness of documentation started to shift toward the idea of inter-organizational accountability
[69]. The company started to develop a documentation template that was able to reflect its business
relationship with other organizations, i.e. clients and partner organizations in the Middle East
to which projects were being increasingly outsourced. This form of documentation would make
explicit each organization’s responsibilities in terms of work, payment, and deadlines and would
reflect iterations and updates. Moreover, keeping clear records of the task instructions provided
by clients and documenting instructed changes could provide proof that tasks were carried out as
instructed, especially in cases where clients are not satisfied with the quality of the service provided
or decide to demand more, as Eva explained:

We also keep the client accountable so that they don’t come up with a new requirement
or something that we haven’t mentioned before. So, documents are also for account-
ability of us toward the client as well so that the client can have a document where
they can keep track of what the arrangement is and so on beyond our contract.

toward the beginning of 2021, Action Data began developing three documentation templates.
The prototypes were designed as forms where information would be filled in by Action Data’s
management. When sending the prototypes to us to request feedback, operations manager Tina
explained via email:

On the first page is the SoW (Scope of Work) that we regularly use in order to scope
clients’ projects before we start working. On the second one, there is a new idea Eva is
piloting for Dataset Documentation, so some information we will fill out during and
after projects so that the client can use it for transparency purposes if they wish. And
then the third page is a Post Mortem template that we can use to address issues and
challenges after the project is completed.

These three prototypes were examined and interrogated at the co-design workshops conducted
with Action Data workers that we describe in the next subsection.

4.2.2 Co-Designing Documentation with Action Data’s Workers.
The co-design workshops took place in three different sessions facilitated over Zoom.
Day 1 worked as an introduction and focused on getting to know Action Data’s general structure

and workflows, and discussing how stakeholders use the three documentation prototypes (“Scope
of Work,” “Dataset Documentation,” “Postmortem Report”). To this end, participants mapped the
actions and relationships of each of the stakeholders in the data labeling process, from clients to
Action Data’s intermediation, to their partner organization Ranua (pseudonym) in Syria, and the
Syrian data workers (see Fig. 6).

Day 2 introduced the perspectives of the clients — three researchers at a Nordic university. They
were working on automating a safety system at the harbor front that would release a signal, for
instance, if people fall in the water. For this client, the workers in Syria annotated thermal videos
from CCTV footage that would serve as training data. The task was coordinated by Action Data
and outsourced to Ranua’s workers in Syria.
The first group activity of the day was a roleplay (see Fig. 7). We asked each group to reflect

on the knowledge required to conduct data-production projects in their assigned roles by filling
information cards. Afterward, each team presented their cards in a discussion round during which
each group gave their feedback on how accurately it had been roleplayed by the others. The clients
in the role of data workers generated many cards comprising questions about labeling type and
classes, edge cases, desired output, and annotation precision (see Fig. 7). However, the feedback of
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Fig. 6. Stakeholder map showing the three groups participating in the second workshop session, the nature
of their relationship, and the workflows that characterize it. The map was developed with the workshop
participants. The real names of the organizations and individual actors, originally included in the stakeholder
map, have been changed to be included in this paper.

the actual data workers uncovered two further issues that the clients generating the questions had
not contemplated. First, workers wanted to know how much they would earn. And second, it was
important to them to include information about the ethical implications of the data they had to
work with in terms of potential harms to data subjects as well as concerns about the mental health
of data workers dealing with violent, offensive, or triggering data.
In the same discussion, workers considered the extent of annotation precision required an

important information type because it defines the difficulty of the task and can have negative effects
on the received wages. This requirement is usually negotiated between requesters and managers
without the participation of data workers. The dispersion and intermediation— and power—of
actors like Action Data and Ranua also render pricing negotiation inaccessible to workers. These
negotiations occur primarily between the client and Action Data with lesser participation of
managers from Ranua.
Following these discussions, participants acknowledged that one of the main problems of the

documentation prototypes developed by Action Data is that they only concerned managers and
clients while ignoring dataworkers. Moreover, instruction documents for workers are translated into
Arabic by Ranua’s management due to workers’ limited knowledge of the English language. In this
sense, the English-based documentation prototypes proposed by Action Data remain inaccessible
to most Syrian workers.

Finally, the last activity of day 2 prompted participants to imagine new forms of documentation
by thinking of its format, structure, information, and the stakeholders involved in its development
and access. Similar to the Alamo team, Action Data’s workers prioritized a view of documentation
as a communication medium. Mostly, they acknowledged that documentation should allow the
co-creation of task instructions with different stakeholders, particularly workers. In the words of
one of the Syrian workers:
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Communication and feedback should be the highest priorities. The biggest loser when
communication is lacking is the annotators because they spend more effort and time
adapting their work each time.

In addition, by increasing communication between different stakeholders, the documentation
can potentially integrate feedback to make data-production processes clearer by reducing redun-
dant work. Furthermore, it was discussed that a post-mortem report aiming at reflecting on the
finished projects allows producing knowledge for future tasks. Such a document could include
missing information, met goals, fairness in pricing and wages, the quality of the work environment,
difficulties, and learned lessons.
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Fig. 7. Roleplay activity in breakout groups. Here the requester group had to generate questions (the yellow
cards) assuming the role of the data labelers. Afterward, the data labelers provided feedback and added their
own questions (in the blue cards.)

Finally, on day 3, we hoped to enable a space for data workers to express their opinions and
wishes without the presence of managers. Although all workshop sessions were designed to be
about documentation practices, there were some more pressing needs that were the focus of the
data workers: to earn a living wage and be able to provide for their families. This way, we opened
up the floor to discuss these issues and talk about possible approaches. After the workshops, we
helped facilitate the dialogue [12] between the Syrian data workers and Action Data management.
One of the main issues described by the workers was that they received the same payment regardless
of their effort or time spent on the tasks. One of the data workers explained the general feeling among
her colleagues:

Some feel that the profit or the earnings they’re making after the end of the job are not
enough compared to the effort they have put into it.

Another issue with payment was the lack of room for negotiation by workers about their wages.
For example, one practice that workers perceived as unfair was thatmanagement divided the client’s
payment equally among all team members regardless of individual efforts. Furthermore, the workers
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are not consulted in decisions about team composition and cannot influence how many workers
will share the payment:

When we divide the amount of money that we have received for that certain project,
when it’s divided by the number of people working on that project, so it turns out to
be something completely unfair.

Tensions were observed during the discussion on the tools used to perform data work. The
limitations of tools used by workers require them to share accounts and keep a shared spreadsheet
with the number of annotations per task that each worker had done. This makes individual
performances visible, accessible, and modifiable to all. One of the workshop participants explained
that this was a practical choice due to the diverse working conditions and location of workers
and the complexity of supervising and managing their work. He further emphasized mutual trust
between the management and workers and among workers. While acknowledging the existence of
honest behavior and mutual trust within the team, the other participants did not regard trust as a
satisfying justification for the limitations of tools and privacy bridging, and pointed out that the
problem was beyond trust issues:

I get the question of trust, but I believe that some of the issues that have been raised
don’t really have much to do with trust, but maybe with technical problems or the
adequacy of free tools that, you know, make work easier or more difficult.

For one thing, current tools and arrangements posed difficulties in keeping track of and securing
the tasks they individually performed. For another, they did not allow adequate respect for privacy,
which could potentially undermine team solidarity, as some participants explained. Therefore,
other workers advocated for better tools and arrangements to facilitate work and enhance privacy
and security. In this sense, as a potential solution related to documentation efforts, the workers
suggested that documentation should reflect how much workers are being paid and the purpose of
their work. However, the individual earnings of each worker should remain private.

4.3 Salient Considerations and Summary of Findings
Before the workshops, we observed two different orientations in the ways in which the BPOs
implemented our feedback to create the documentation prototypes. While Alamo’s documentation
prototype (the Wiki) was oriented toward the preservation of knowledge that could be useful to train
(future) workers, Action Data had oriented the design of their documentation templates (especially
the Scope of Work) toward keeping inter-organizational accountability, i.e., clearly stating clients’
expectations and workers’ responsibilities [70].
After the workshops, however, we learned that the needs of data workers at both organizations

were not significantly different in terms of what they wanted to see reflected in the documentation. The
apparent diverging orientations adopted by Action Data and Alamo were based on the corporate
needs of each organization because, up until that point, the design process had been piloted by
the companies’ founders and managers. Engaging in hands-on design sessions directly with data
workers gave us the possibility to explore their challenges and needs beyond corporate priorities
and gave rise to a different set of considerations regarding documentation.
To summarize our findings, we present here five design considerations derived from our long-

term engagement at both research sites. Taking steps toward approaching actionable documentation
guidelines, we add concrete questions to illustrate how these considerations could flow into a
documentation framework based on data workers’ needs. We present these documentation items
as questions because that is how the data workers expressed them at the co-design workshops as
we prompted them to re-imagine documentation (see Fig. 8). For the most part, these observations
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can be generalized to both BPOs. We added specific notes where differences between the research
sites were observed.

• The documentation of data production should be collaborative.Many actors take part
in data production processes and their documentation. The roles can vary according to the
context. There are, however, two patterns that can be derived from our findings. First, most of
the information about tasks comes from the requesters and is documented by managers. The
managers act as gatekeepers, only granting access to information according to the client’s
confidentiality requests. Second, data workers receive only minimum information that allows
them to complete tasks according to the client’s instructions. To break with these patterns,
workers must be acknowledged as collaborators and be granted access to information.
→ Who is the requester? The data workers would like to see information about the client,
its products, and its relationship history with the data processing company included in the
documentation. This information could help workers get an idea of “what to expect” from
each project and produce strategies to collaborate more effectively.
→ Who else is working on this project? Information about team composition is helpful for
the coordination and division of labor. Moreover, at Action Data where the project budget is
divided among the team members, it is essential for data workers to know how many people
will be working on the project because their earnings depend on that.

• Thedocumentation of data production should enable communication. It should trans-
port information that is useful and intelligible to diverse actors and organizations. Language
could present a barrier for geographically distributed teams, as reported by Action Data
workers. Moreover, communication should not just flow top-down. In this sense, data work-
ers at both sites emphasized the need to enable communication channels for feedback from
workers to reach clients.
→ What kind of data is this? Where does it come from? Data workers and managers at
both BPOs argued that requesters should communicate key facts about the data, i.e., data
provenance, dataset’s previous use, and proof of compliance with local regulations, especially
in the case of personal data. Moreover, Action Data participants suggested including awarning
to inform workers if projects involve violent or offensive material.
→ What have we learned from this project? Participants at both sites argued for the inclusion
of a post-mortem report after project completion to reflect upon edge cases, lessons learned,
and possible mismatches between time, effort, and payment. Alamo workers considered this
to be a useful way to preserve knowledge for their professional growth and for future projects.
Instead, Action Data workers saw such reports as a useful communication channel to provide
feedback to requesters, especially on whether pricing and wages were fair vis-a-vis the labor
involved in the task.

• The documentation of data production should not be seen as a one-time action.Data
production is often messy and iterative. ML datasets evolve and change over time. Therefore,
data production requires living, evolving documentation.
→ How has this project evolved over time? Participants at both sites favored the inclusion of
an update history log, including the date, time, and name of the person who documented
each update. Given the constant negotiation and modification of task instructions and the
adaptation of data work projects, a history log could keep important decisions recorded and
task instruction and requirements updated.
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→ What is the data going to be used for? Data workers at both sites expressed the need to
receive more information about the ML pipeline and dataset maintenance and stewardship.
Specifically, the participants wanted documentation to include a description of theML product
that will be trained on the basis of the data produced by them. Regarding the involvement
of sensitive or personal data, Action Data workers suggested asking clients for a written
commitment that the data will not be used for harmful purposes. In comparison, workers in
Alamo pointed to the need for clear instructions on how to process and store sensitive data
to enhance privacy.
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Fig. 8. Template for one of the co-design exercises carried out at the workshop series with Action Data and
Alamo. The activity prompted data workers to deconstruct and re-imagine documentation practices.

• The documentation of data production should be integrated in existing workflows
and routines. This could help foster a view of documentation as a constitutive part of
data production and not as extra work. Action Data workers expressed that documentation
could help them understand projects and their requirements better, which would ease their
everyday tasks. Alamo workers mentioned that the preservation of information might come
in handy and help them save time in future projects or to train future workers.
→What should be done with the data? The participants asked to receive a detailed description
of tasks, including categories and classes for data annotation and collection, edge cases,
and the required quality of annotations. One important point mentioned by Action Data
workers was to include information about annotation precision and acceptance and rejection
standards which could negatively impact their wages.
→ What tools are used? This includes clear guidelines in terms of communication tools, the
software used to work on the data, and therepository where the data is to be stored. Alamo
participants mentioned that the use of certain tools (e.g. Photoshop) has sometimes increased
the interest of workers to join certain projects because they wanted to learn that specific
software tool.
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• The documentation of data production should be adaptable to stakeholder needs.
We base the design considerations presented in this paper on the needs and wants of data
workers and acknowledge that other stakeholders such as requesters, data subjects, or
policymakers might have different requirements. Moreover, even if the suggestions and needs
of the data workers at both BPOs were similar, some subtle differences could be observed. For
instance, the workers at Action Data attached value to the evaluation of project workload and
payment details, which would help them assess and decide the extent of commitment to the
project, based on the perceived fairness of the wages. Instead, workers in Alamo placed more
emphasis on documenting the evolution of projects because the company runs periodical
evaluations based on individual and project-based performance metrics.
→ How difficult is the task? How labor-intensive is this data? Action Data workers suggested
including a “difficulty rating” for workers to quickly estimate the workload and time required
for each project. In a similar way, Alamo workers mentioned that an overview of the tools
used in each project would help workers understand the difficulty and the knowledge required
for specific tasks.
→ How much does this project pay each data worker? Clear information about wages, payment
structure, and rules was the most highlighted need at the workshops with Action Data
workers because they are paid according to the project and the task. Instead, Alamo workers,
who receive a fixed salary independently from the project, prioritized information about
client expectations and quality standards that would help them complete tasks “according to
what each client has in mind,” which could have a positive impact on workers’ performance
reviews.

5 DISCUSSION
Our findings show that data workers are expected to use the documentation to perform better
and learn new skills. However, they receive only the bare minimum information to allow them
to complete tasks according to clients’ instructions. Workers’ feedback is rarely considered and
only occasionally integrated into task instructions. In addition, access to documents is not always
granted (as reported by Alamo’s workers), and language translations can constitute a barrier (as
discussed by Action Data’s workers). The production of ML datasets involves many iterations
and the collaboration of actors working in different organizations that are often geographically
distributed. Moreover, datasets are frequently updated, relabeled, and reused even after being
produced. Therefore, the challenge consists of creating documentation that is able to capture the
evolving character of datasets and the intricacies of data work. To address this challenge, we
advocate for a shift of perspective in the development and implementation of data documentation
frameworks: from documenting datasets toward documenting data production.
Data production documentation should travel across multiple stakeholders and facilitate their

communication. In this sense, documentation should register iterations in production processes and
enable feedback loops. Documenting data production processes means making collaboration instances
and discussions explicit. By including detailed information about tasks and wages and enabling
the feedback of workers, documentation could make precarious labor conditions in outsourced
data work explicit and, therefore, contestable. Previous data documentation initiatives in ML were
rooted in the value of transparency and motivated by the need to inform consumers and the general
public about dataset characteristics and composition. Our research shifts the focus away from the
notion of transparency and toward promoting reflexivity [31, 70, 94] in terms of how tasks are laid
out and how datasets are produced.
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The acknowledgment that this form of documentation works as a boundary object [15, 101]
can be helpful in approaching the challenges arising from coordinating and collaborating across
organizations [82]. In this sense, we recognize two contributions that the study of data documenta-
tion as a form of boundary object can bring to the line of research on developing documentation
frameworks for datasets. First, while previous work on data documentation often assumes a single
and consistent notion of “dataset producer,” the boundary object notion helps to highlight the
multiplicity of involved actors and needs. This is especially important in data production, as actors
that are often globally distributed may have different— and even divergent— goals, priorities, and
work requirements. Second, this acknowledgment helps draw more attention to the dynamics
between formal standardization and local accommodations, making the local tailoring of documen-
tation practices visible. As described by Star [100], we believe that this local adaptation is also a
form of invisible work. Useful as the existing data documentation frameworks are, they remain
relatively stable and standardized. In this regard, making visible how a documentation framework
accommodates local specificities and requirements, which can be observed in how it operates as a
boundary object, has values for the design of documentation frameworks.
Three aspects identified and explored by Star [100] and Star and Griesemer [101] could be the

starting point for valuable considerations regarding the functioning of documentation as a boundary
object. The first aspect is interpretive flexibility, understood as the adaptability of boundary objects
to be interpreted, used, and mobilized differently depending on the communities that use them. In
our findings, this is manifested in the workers’ view to conceive data documentation primarily
as a medium to facilitate the co-creation of task instructions, while managers see documentation
as an important site for preserving knowledge and improving performance. Moreover, compa-
nies use documentation to keep each other accountable in the event of discrepancies [70] and
researchers to promote transparency and reproducibility [37, 38]. The second aspect is the material
and organizational structures of boundary objects, which arise from the information needs and
work requirements of different communities. Such material and organizational structures could
include differential access to information, the ownership of information among workers, and the
incorporation of feedback instances. In this sense, the questions included in the previous section
reflect the needs and requirements of data workers regarding documentation. The third aspect
is the tension between the loosely structured common use and more strongly structured local use of
boundary objects. In view of the ideas expressed by our participants, such tension could be eased
through the incorporation of text-based approaches to document processes, visual elements such
as video and images to present the documentation, the use of interactive features to retrieve them,
and a translation aid to facilitate the process.

While this paper centers on the needs and requirements of data workers, future research could
approach the perspectives of other stakeholders, the relationships and communication among them,
and how they shape the development of documentation in intra- and inter-organizational contexts
through the lens of boundary objects.

5.1 Design Implications: Documentation for and with Data Workers
Our findings show that designing documentation based on data workers’ needs and ideas requires
careful consideration of the unique conditions present in machine learning supply chains and in
specific data production settings. For instance, the fact that Action Data is in the European Union
while Ranua and the data workers are in the Middle East requires higher coordination efforts
than data projects at the Argentina-based Alamo. Similarly, while all workers in Alamo are native
Spanish speakers, in the case of Action Data, English is used as a vehicular second language. Given
that most data workers do not speak English, the language choice renders coordination— and
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documentation— efforts challenging. Such variations entail several implications for the design of
data production documentation that we list in the following.
First, access to information must be guaranteed for documentation to support collaboration.

However, different groups might have diverging needs regarding privacy and security [55]. In this
sense, trust in collaboration [76] must be supported by the documentation framework to foster a
view of data workers as essential collaborators who need access to information to produce better
data [68]. Some of the approaches mentioned by our participants included promoting the ownership
of information among workers and differentiating personal and group information when restricting
access.

Second, requesters could benefit from the early feedback of data workers regarding task design
and instructions. This feedback should also address possible mismatches between payment and
effort. For such an exchange to be possible, documentation frameworks must enable feedback
loops and transparent information about tasks, intended uses of the datasets as well as wages and
payment conditions.
Third, to facilitate the integration of documentation in data production workflows, the infor-

mation input should be simple. In this sense, the workers favored standardized text-based options
such as checklists or multiple-choice questionnaires. Conversely, visual forms were favored in the
documentation presentation. Some of the participants’ ideas included integrating images and short
videos to illustrate instruction. Moreover, conciseness, good structure, and the integration of a
search function and interactive elements were considered crucial to the use of documentation.

Fourth, the mismatch between a documentation input that should be text-based and a documen-
tation output that should be visually appealing must be considered. The participants discussed the
integration of some form of translation aid, in this case, to turn a concise checklist into a compelling
and visual document. Translation was also considered in linguistic terms, for instance, in the case
of Action Data, where most of the information is documented in one language (English), but the
documentation users need it in another (Arabic).

Fifth, the design of a boundary object such as documentation is not a neutral process [45, 48]. In
fact, boundary objects are shaped within power relations that inform how they are understood and
enable specific interpretations out of a general interpretative flexibility [45, 107]. The acknowledg-
ment of such power differentials is at the core of our decision to focus on the needs of data workers
to re-imagine data documentation and is a critical issue to consider when designing documentation
frameworks.
Finally, boundary objects, especially documents, can comprise different, and even divergent,

perspectives of involved participants but do not necessarily require reaching a consensus [100, 101].
Attempts to reach consensus may reinforce hegemonic aspirations and favor the worldviews of
certain groups over others [45, 48]. In this regard, any form of documentation based on workers’
needs should aim to preserve moments of different and even conflicting viewpoints rather than
striving for consensus, as is commonly sought in crowdsourcing tasks.
An initial low-fidelity prototype showing one of the many ways in which our findings and

these design considerations could be integrated into a documentation framework is available at
dataworksheet.com.

5.2 Research Implications: Challenges of Participatory Research
Leaning on the considerations argued by Le Dantec and Fox [57], in what follows, we reflect upon
our work’s limitations and outline the negotiations and interactions through which we constructed
the relationship with our participants. By doing so, we bring to light our position as researchers
within the power relations present at the research sites. We believe that the challenges we discuss
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here are not exclusive to our investigation and can be understood as more general implications for
participatory research in CSCW.

First, conducting participatory research with organizations does not mean having full access to
observe everything within them. The challenges of negotiating access to corporate sites are not
new within CSCW [35, 77, 111, 114]. In many cases— including this research— the participating
organizations influence what researchers are allowed to see and to whom they are allowed to talk.
This affects the study sample since, often, individual participants are selected by the organizations’
management. In this sense, our observations were enabled but also constrained by the organizations
that hosted us.
Second, co-designing with partner organizations does not always mean getting to design with

the intended community. Often, the gatekeeping tendency of organizations constitutes a barrier
for researchers to establish rapport with participants and meaningfully engage in participatory
processes with them. In our case, even though we had engaged in in-depth interviews with data
workers and their views were prioritized in our feedback to the BPOs, the development of the first
documentation prototypes was piloted by the companies’ founders and managers, and, therefore,
based on corporate priorities instead of workers’ needs. After the co-design workshops, we realized
that enabling spaces for workers to lead the design process would reveal ideas and requirements
that had not surfaced before due to the intermediation of the management.

Third, including culturally and geographically diverse communities in participatory research and
design is as necessary as it is challenging [63, 112]. For instance, in our investigation, working across
language barriers came with its own set of challenges that, at times, counteracted the dynamic
of the workshops. Such cases demand large amounts of researcher adaptability, flexibility, and
creativity.
Finally, being critical while maintaining a relationship with partner organizations requires

researchers to balance their commitments [99]. We acknowledge that a continuous challenge of
our relationship with the BPOs has been finding the right balance between being explicit and
critical with our feedback without losing access to the research sites [114]. This also surfaces an
issue that many participatory projects face, namely, that of balancing contributions to the research
community and to the community that is participating in the design process [57]. Keeping such
balance required us to compromise and adapt while remaining reflexive and true to our commitment
to the data workers.

6 CONCLUSION
In the context of industrial machine learning, discretionary decisions around the production of
training data remain widely undocumented. Previous research has addressed this issue by proposing
standardized checklists or datasheets to document datasets. With our work, we seek to expand that
field of inquiry toward a documentation framework that is able to retrieve heterogeneous (and
often distributed) contexts of data production.
For 2.5 years, we conducted a qualitative investigation with two BPO companies, Alamo and

Action Data, dedicated to producing ML datasets. We engaged in a participatory process with data
workers at both sites to explore the challenges and possibilities of documentation practices. The
process involved phases of interviewing, data analysis, presentation and discussion of preliminary
findings, the collaborative development of prototypes, feedback rounds, and a series of co-design
workshops.

Previous practices at Alamo and Action Data reflect a constant of linear and top-down com-
munication through documentation. However, as our findings show, designing a documentation
framework based on the needs and ideas of data workers involves a different set of considerations.
The data workers prioritized documentation that is able to transport information about tasks,
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teams, and payment. They also expected documentation to be able to reflect workers’ feedback
and communicate it back to the requesters. In this sense, task instructions could be co-created
through iterations and communication enabled by documentation. Our findings include design
considerations related to communication patterns and the incorporation of feedback, questions of
access and trust, and the differentiation between the creation and use of documentation.
Together with our participants, we have re-imagined data documentation as a process and

an artifact that travels among actors and organizations across cultural, social, and professional
boundaries and is able to ease the collaboration of geographically distributed stakeholders while
preserving the voices of data workers. Based on this, we have identified and approached several
tensions and challenges that emerge from such a form of boundary object. Breaking with top-down
communication and gatekeeping patterns by enabling feedback loops and promoting reflexivity in
the documentation process have been, in this sense, helpful design considerations.
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